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Summary

» Causation harms data scientists.
» Causal modeling and inference.
» Discovering causal relations

» Conclusions




Causation harms
data scientists



The case of paid search auctions
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User and advertiser feedback loops
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Clicks (and consequences)



Machine learning feedback loop
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Data scientist feedback loop
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Mining for evidence
that suggests and
motivates system

improvements.
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Conceptual tools

Auction theory

Addresses only the advertiser feedback loop.
Under severe and unrealistic restrictions.

Bandit and contextual bandit theory

Addresses only the learning feedback loop.
Under severe and unrealistic restrictions.

Limitations

No systematic way to reduce the full problem to a combination of simpler
problems amenable to analysis. Ad hoc combinations of these theories
quickly get very complicated and only go so far...



A common failure mode

How engineers usually build and improve things
Measure relevant quantities.

Use calculusto model alternative design.

Select new design, build it, measure again, etc.

What happens in practice

Mine correlations from the big data.

Statistical inference calculusbased on these correlations
- often fails to predict whether the new design is better,
- always falls to quantitatively predict the outcome.




Manipulations

Correlations have predictive value
"It (s raining” = "People probably carry open umbrellas.”
"People carry open umbrellas” = "It s probably raining.

What is the outcome of a manipulation?
Manipulating the system changes the data!

- "Wl it rain if we ban umbrellas?”

- "Would it have rained if we had banned umbrellas?”

Causation
Causation is a tool to reason about the outcome of manipulations.



Reichenbach's common cause principle

Why are events A and B correlated?

Example event A : “Ad highlighted in red
Example event B : “User clicks.”

Three cases:

A A causes B.

A B causes A.

A A and B have a common causes C.

Hans Reichenbach
1891-1953

What happens to B it we manipulate A?

The answer is different for each case.



Case 1 - A causes B
Then, manipulating A has an effect on B

Example

Event A : “"Suggestion is highlighted (n red.
Event B : “User takes the suggestion.”

Highlighting suggestions in red more often
causes users to take the suggestions more often.

Maybe our suggestions were not visible enough...

A: Highlight ]

[suggestion in red

lcauses

|

B: User
takes suggestion

Time
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Case 2 — B causes A
Then, manipulating A has no obvious effect on B

But we cannot go against time...

Event A : “Suggestion is highlighted in red" [Su g/:g; e':it?g'r']igi:tred]
Event B : “User takes the suggestion.”

| I

B: User
takes suggestion

In this case, event B occurs after event A.
Therefore it is unlikely that B causes A! [

Time

*---------



Case 3 — A and B have common causes

Examp|e C: User often
, , clicks on ads
Event C: "This user often clicks on ads.”

Assume that a piece of code (or a bug)
favors red highlights when the user has A: Highlight
a history of taking our suggestions. ad in red

Outcome of manipulating A 7

Will we increase the click rate B: User
if we use more red highlights? clicks
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Case 3 — Manipulations

Outcome of manipulating A 7

Does the user clicks
because he likes ads,
and also because he likes red?

A Red highlight increases click rate.

Does the user clicks
because he likes ads,
despite the fact that he dislikes red.

A Redhighlight decreasesclick rate.

C: User often
clicks on ads

A: Highlight
ad in red
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B: User
clicks.
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An extreme case

Average Take rate for Take rate for

take rate C=false C=true

o 24/200
No highlight (12%)
o 30/200
Red highlight (15%)

Users take suggestions
more often with red
highlights



An extreme case
©,

Average Take rate for Take rate for
take rate C=false C=true Bug_favors red
highlights when
No highlight 21/220(/)0 Al 182 Al 18 user is known to
(12%) like suggestions
o 30/200 Al 150 Al 50
Red highlight (15%)

Users take suggestions
more often with red
highlights



An extreme case

Average Take rate for Take rate for

©,

take rate C=false C=true Bug favors red

o 24/200
No highlight (12%)
30/200
(15%)

Red highlight

highlights when

18/182 6/18 user is known to
(10%) (33.3%) like suggestions
14/150 16/50
(9.3%) (32%)

Users take suggestions
more often with red
highlights

Thi s effect

In fact, the users take the suggestion
because they like suggestions
and despite slightly disliking the red highlights!

' S named 0S|

mp s o n



Simpson’s “paradox”

Average Take rate for Take rate for

©,

take rate C=false C=true Bug_favors red
highlights when

L 24/200 18/182 6/18 i

No hiahliaht user is known to
e (12%) (10%) (33.3%) like suggestions
L 30/200 14/150 16/50

Red highlight (15%) (9.3%) (32%)

Users take suggestions
more often with red Red highlights are a bad idea for both kinds of users.
highlights

AUsing more data wonot make t



Answering the correct question

Correlation guestion

Do we observe a higher click rate
when this specific condition is true?

Manipulation question

Would we observe a higher click rate
it we applied this specific change to the system?




Randomization is the cure

Unknown common causes Pl Ll aen
We can control for the known common causes SRR S
What leads us astray are those we don’t know. > Q’gi’
[ A: Randomly
highlight ads

Randomly picking event A
The only cause of A is a roll of the dices. @
Therefore no event C can be a common cause. [ 2 ek ]
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